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Abstract
Roguelike games such as Hades often have
difficult and challenging gameplay mechanics,
hence, a game tutor helping players can im-
prove player performance and reduce overall
player frustration. In this project, we have de-
veloped an LLM-based game tutor for Hades
that can be activated on demand while play-
ing the game, to get real-time suggestions on
how to modify gameplay strategy to maximize
player success.

To serve this need, we use a combination of
game data and multimodal image understand-
ing to infer game state and build a RAG-based
system with community-written strategy guides
serving as our knowledge base. Our system is
provides real-time gameplay advice grounded
in a knowledge base comparable to that of an
advanced player of the game, and capable of
multi-turn conversation. We evaluate the sys-
tem by through case studies of gameplay evalu-
ated by an experienced player of the game, and
find that our system is capable of giving useful
gameplay recommendations grounded in the
current game state and knowledge of gamne-
play strategies.

1 Introduction

Video games generally have deep and varied strate-
gies which players can use to achieve success.
Learning these strategies is one of the biggest chal-
lenges players face during gameplay, and often
where players experience the most satisfication and
frustration. Generally, when faced with a level
a player is simply unable to progress through, a
common course of action is to go online and look
for guides that might provide hints or guides as to
how they can traverse and get past obstacles that
face them. However, this process may be time-
consuming, and it may be hard for a player to apply
the advice in a static pre-written guide directly to
the dynamic game state that they find themselves
in.

Hence, our goal is to develop a conversational
virtual agent which will have knowledge of the
player and their game state to then provide per-
sonalized and accurate advice on how to progress
through the game. Given the recent developments
in large vision-language models (VLMs), our goal
is to see if we can leverage these technologies to
ensure that our agent returns grounded and mean-
ingful responses.

To this end, we infer the current game state, lever-
aging a VLM to visually interpret the current screen
and use a retrieval-augmented generation (RAG)-
based system to generate advice and answer player
queries. The RAG system is grounded in a knowl-
edge base of online guides written by advanced
players in the game’s community.

We demonstrate our agent on the video game
Hades, which is a popular “roguelike” game, whose
gameplay consists of repeated (mostly disjoint)
runs where the aim is to defeat a long gauntlet
of enemies without dying. An For each run the
player’s build (consisting of their powers and abil-
ities) is constructed throughout the run through a
long series of choices from randomly-generated
options throughout the run. We evaluate our agent
through qualitative case studies, and find that it
presents a promising framework for automated per-
sonalized advice to help players advance through a
game.

2 Related Work

Existing work within the realm of the intersection
of LLMs & Video Games (Gallotta et al., 2024),
RAG (Lewis et al., 2021), and game tutors does
exist, with prior research focusing on various as-
pects of this intersection. Several research papers
we read focused on the entire to industry of video
games and with relation with LLMs, but no one
specific study focused a tutoring system similar to
what we proposed.
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With human game tutors, the expectation is that
a skilled tutor would also be skilled at playing the
game. As we are interested in developing a LLM
driven game tutor, we are still interested in the pos-
sibility of having the LLM model itself be able to
play the game well. Prior work in the field of AI for
games such as with AlphaGo (Silver et al., 2016)
and Agent57 (Badia et al., 2020) demonstrates that
AI models are capable of playing simple games
well, but when it comes to more complex games
(in terms of both game mechanics and data modal-
ity), current AI models tend to perform worse. An
example of this is Ireddy (2024), where a combi-
nation of a Yolo vision model and GPT-4 attempts
to play God of War (2016). The model performs
somewhat well, but performs a lot worse than the
average human player, largely due to the complex
visual stimulus on the screen and complex game
mechanics. From these, we have decided to keep
the AI agent being able to actually play the game
outside of the scope of our CS 224V project, and
solely focus on the coaching aspect of a tutor.

Cambrin et al. (2024) introduces an automated
method of evaluating video game tutorial quality
using Vision Langauge Models (VLMs). Due to
the importance of effective tutorials for player en-
gagement, especially in complex games, where the
authors propose using VLMs to analyze tutorial
frames and simulate human perception. The ap-
proach here involves extracting key frames from
tutorials and posing questions a developer would
ask a human game tester. The VLM responses are
then compared with the expected answers to assess
clarity and effectiveness.

do Nascimento Silva and Chaimowicz (2017)
develops an AI-driven tutor for assisting players in
Multiplayer Online Battle Arena (MOBA) games,
specifically focusing on League of Legends. This
AI tutor is an AI agent that also plays in the game as
a supportive interactable AI NPC, that plays along-
side human players, anlyzes their performance and
also provides real-time tips to improve player per-
formance. Through this system, the authors found
that players were able to improve their understand-
ing of game mechanics and strategies, and espe-
cially enhanced the experiences of newcomers.

3 Method

We develop a system capable of answering user
queries regarding game tactics and strategies spe-
cific to the current game context. We infer the
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Figure 1: Method overview. We use a combination
of game data and multimodal image understanding
to infer game state and build a RAG-based system
with community-written strategy guides serving as our
knowledge base.

game state with a combination of stored inter-
nal game values relevant to the run and visual
screen understanding via a large Vision-Language
Model (VLM) and use a retrieval augmented gen-
eration (RAG)-based system with a knowledge
base derived from community-written guides to
return gameplay recommendations. Fig. 1 shows
an overview of our method.

3.1 Understanding Game State

In Hades, in each run, the player starts in the
Underworld and must fight their way through a
long series of rooms to reach the surface of the
earth. Most rooms consist of a combat encounter,
where the player must defeat all the enemies to
advance, at the end of which they are usually re-
warded with an opportunity to increase the strength
of their build, which consists of the player’s cur-
rent weapon, abilities, and powers. For example,
after successfully completing a combat encounter,
the player may be offered a choice of one of three
abilities (called boons), and choose one that em-
powers their weapon’s primary attack to do more
damage. In this way, the player’s build is slowly
created throughout the run.

The current build is important to providing game
recommendations personalized to the player’s cur-
rent run, and we extract it from by decoding the
current auto-save file, yielding a list of strings B,
with each bi ∈ B corresponding to an ability the
player currently possesses.
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Figure 2: An example choice of one of three boons as might be offered at the end of a combat encounter.

However, the player may ask a question that
requires more immediate understanding—for ex-
ample, when faced with a screen presenting the
player with a choice of three possible boons (such
as in Fig. 2), the player might wish to ask “What
should I choose?" In this case, understanding the
contents of the player’s current screen is required.
To this end, we take a screenshot of the current
screen and query a VLM to summarize the con-
tents. In practice, we observe that the vast majority
of requests for advice involve asking a question
about a set of choices, so for the purposes of this
project, we query the VLM with the screenshot and
the prompt “What are the choices? Deliver
your answer in Python list format using
double quotes for strings." This yields a list
of choices C.

3.2 Retrieval-Augmented Generation

To build a knowledge base for the RAG system,
we scrape the web for community-written guides
on gameplay strategies for Hades. Notably, we
draw from guides curated by the r/HadesTheGame
forum on Reddit and the page for Hades on
speedrun.com, as we expect these to provide reli-
able and “correct" advice.

To build the search system for RAG, we en-
code each of the document contents with a pre-
trained text embedding model. Given a user query
q, we concatenate the build B with q and search

the knowledge base with Bq, yielding a context
D consisting of the top k documents. Then, to
generate the appropriate response to the user query,
we use Chain-of-Thought reasoning as provided by
DSPy (Khattab et al., 2024, 2022). We pass the
documents D, the build B, the user query q, and
the choices C to Chain-of-Thought and return the
response a to the player.

3.3 Multi-Turn Conversation

The player may also desire to engage in additional
conversation turns after the initial question, such
as asking for further explanation for the advice
recommended by the system. To this end, we ad-
ditionally save the history H of the conversation
between the player and the game tutor, crucially
along with the context in which each message was
sent. Concretely, throughout the conversation, for
each player message q, we concatenate the build
information B and the relevant choices C and add
the string “Me: BqC" to H. For each response
a returned by the game tutor, we concatenate the
Chain-of-Thought reasoning r which was used to
generate a and add to H the string “You: a[Your
reasoning: r]".

Then, given a player query q, to generate the
next conversation turn (the response from the game
tutor a), we pass the history H to the VLM along,
and augment the query to read “Me: q. You: "
to encourage the VLM to understand and integrate
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Figure 3: An example interaction with our game tutor. Our system recommends the “correct" boon and grounds its
explanation in knowledge about the current build.

the context-aware history H.

4 Results & Discussion

4.1 Implementation Details

To create the search system described in
Section 3.2, we use the embedding model
m2-bert-80M-8k-retrieval provided by To-
gether AI and search for the top k = 2 documents.
For all VLM queries described in Section 3, we
use Llama-3.2-11B-Vision-Instruct-Turbo
provided by Together AI.

4.2 Evaluation

Evaluating our system quantitatively is difficult
for several reasons. First, while there is certainly
a body of commonly accepted effective choices
and strategies for Hades among high-level play-
ers (hence, there are definitely “correct" and “in-
correct" strategies), there currently exists no such
dataset against which we can test the ability of
our game tutor to answer user queries “correctly."
Furthermore, user studies are difficult to conduct
because the game Hades is not free-to-play (re-
quires a purchase of about $25) and moreover only
runs on sufficiently powerful Windows machines.
Hence, it is difficult to solicit and fund volunteers
for a large-scale user study.

Therefore, we evaluate our system qualitatively

by examining case studies. (One of the authors con-
siders themselves a fairly advanced player of the
game1 and hence feels qualified to evaluate game
tutor recommendations from a fairly advanced per-
spective.)

In Figure 3 we show a screenshot of an exam-
ple interaction with our game tutor (zoom in to
read text more clearly). In this interaction, the
player has been presented with a choice of one of
three boons to augment their build, and asks the
game tutor for help in making this choice. The
game tutor successfully reads the choices (“Light-
ning Strike", “Electric Shot", and “Thunder Dash")
from the screen and chooses “Lightning Strike".
In the following conversation turn, when the game
tutor is asked to explain its choice, it shows that the
choice was grounded in knowledge of the current
build and strategy from the knowledge base. It ref-
erences the weapon aspect (“Aspect of Eris") and
weapon enhancement (“Ricochet Fire") that the
player chose previously during the run in its rea-
soning, and states that it chose “Lightning Strike"
because “it’s a core boon for the Aspect of Eris."
This is in fact a “correct" choice and reasoning,
since the widely agreed-upon most powerful build
for the Aspect of Eris indeed revolves around Light-
ning Strike as a core boon.

1Has cleared the game on 32 heat with multiple weapons.
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Figure 4: An example interaction with our game tutor. Our system recommends the “correct" boon and grounds its
explanation in advanced game knowledge arising from the guides in our knowledge base.

For another example, later on in the run, the
player encounters another choice of boons, which
we show a screenshot of in Figure 4. The game
tutor again successfully reads the choices (“Tidal
Dash", “Hydraulic Might", and “Ocean’s Bounty")
and recommends “Tidal Dash." When asked to
explain its choice, the game tutor again shows
appropriate reasoning from knowlege that it has
drawn from guides written by advanced players.
It says, “I chose Tidal Dash because it provides
a spammable, high flat damage source that aligns
with the build’s focus on high damage output. Addi-
tionally, it opens up great secondary boons such as
Breaking Wave, which can be useful in Styx." All
of the facts in this explanation are correct; more-
over, Tidal Dash is indeed the “correct" choice,
as it is in fact considered another core boon for
the previously-mentioned powerful Aspect of Eris
Build.

In another example interaction, which we show
in Figure 5, the player is asked to choose a boon
not to add but to remove from their build. Cru-
cially, unlike the choice of adding a boon after an
encounter, which is always mandatory, this choice
to purge a boon is optional: the player may walk
away from the so-called “Pool of Purging" with-
out selecting any of the three options. The game
tutor is able to understand the mechanics of the
“Pool of Purging" and capable of recommending

that the player opt out. Choosing to opt out here
is a completely reasonable decision, but there are
some weaknesses in this interaction. Namely, there
is some hallucination in the reasoning given by the
game tutor—several of the facts given about the
properties of the boons listed are incorrect. We
hypothesize that this may be due to the breadth of
knowledge of our knowledge base. While many of
the community-written guides discuss which boons
to take and for what reason, they generally don’t
discuss what boons to purge, since the option to do
so is much rarer and it is extremely often correct
to simply opt out. Hence, the LLM may lack the
ability to justify its choice due to lack of knowl-
edge. In the future, this may be able to be improved
with expanding the knowledge base or with more
complex chain-of-thought reasoning, for example
trying to guide the LLM to weigh the relative value
of each boon with the gold sell value.

5 Conclusions & Future Work

Through our work, we have demonstrated the use-
fulness and feasibility of creating a multi-modal
LLM driven game tutor for Hades. Our approach in-
tegrates VLMs and RAG to provide context aware
and personalized gameplay strategy suggestions.
Through understanding the game state and integrat-
ing it with expert knowledge, this system is able
to deliver meaningful and actionable real-time rec-
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Figure 5: An example interaction with our game tutor.

ommendations, and shows promise for enhancing
player experience and reducing barriers for new
players. It bridges the gap between static game
guides and interactive assistance, creating an intu-
itive and accessible support system for gamers of
varying skill levels.

Future applications of this work could extend
to various gaming genres such as first-person
shoots (FPS), massively multiplayer online games
(MMOs), and strategy games. These genres pose
unique challenges, such as handling dynamic mul-
tiplayer environments and coordinating complex
team strategies. For instance, in FPS games, the
tutor could analyze player positioning and weapon
choices to suggest tactical improvements in real-
time. In MMOs, it could provide guidance on class-
specific skill rotations, resource management, or
raid strategies.

Additionally, this work would benefit from in-
tegrating more information into the understanding
of the game state. For example, future work could
involve developing a video-based understanding
of the game state for better understanding of fast-
paced action in games, as opposed to relying on
single frames, and possibly leveraging video guides
(e.g. found on YouTube). An additional possible
direction is integrating knowledge of player key
and mouse inputs throughout gameplay to provide
more fine-grained advice on player mechanics.

The intersection of multimodal AI and gaming
offers significant potential for innovation, and we
envision this work as a step toward creating more
intelligent and adaptable virtual game tutors.
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